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The Causes of Project Failure 
JEFFREY K. PINTO AND SAMUEL J. MANTEL, JR. 

Abstract-A study was conducted of 97 projects identified as failures 
by the projects’ managers or parent organizations. Using the project 
implementation profile [20], a set of managerially controllable factors 
were identified as associated with project failure. The factors differed 
according to three contingency variables: 1) the precise way in which 
failure was defined; 2) the type of project; and 3) the stage of the project 
in its life cycle. Implications for project management and for future 
research on failed projects were noted. 

INTRODUCTION 

HE attempt to gain a more complete understanding of the T causes of project failure has been a difficult task for both 
academic researchers and practitioners. First, the concept of 
project failure is nebulous. Few people agree on exactly how 
to define project failure. The project management literature 
has a variety of definitions and distinctive examples of project 
failure, suggesting a basic lack of consensus and/or parsi- 
mony with regard to the topic. A second difficulty is that 
much of the research on project failure has been conceptually 
or anecdotally-based. While this approach is not necessarily 
bad, few attempts have been made to employ empirical 
methods in a more systematic study of the causes of project 
failure. As a result, many practitioners regard the causes of 
success or failure of their projects to be highly idiosyncratic 
and not generalizable to a larger project population [ 121. 

A third difficulty is raised by the possibility that the causes 
of failure may vary by the type of project being studied. 
Distinctive patterns of causes may be associated with the 
failure of specific types of projects. Research projects might 
be affected by different factors than, say, construction pro- 
jects. Fourth, the causes of project failure may also be 
contingent on the stage of the life cycle in which the project 
resides. The reasons a project might be viewed as a failure 
early in its life may be quite different than those seen to cause 
failure at some later point, during implementation for exam- 
ple. 

It is important for project managers and researchers to gain 
a better understanding of the causes of project failure. With 
the well-recognized move toward an increased use of project 
organizational structures and project-based work techniques, 
there is a concomitant increased potential for misapplication 
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and failure. Some years ago, a noted expert on project 
management wrote, “The many instances where project 
management fails overshadow the stories of successful pro- 
jects [2].” While there is little reason to adopt such a 
pessimistic view today, if we can gain knowledge about the 
nature and causes of project failure, we will improve our 
ability to implement projects. 

The primary purpose of this paper is to report the results 
of a recent study that was performed to determine if there 
exist patterns of causes of project failure depending on three 
contingency variables, 1) the way in which failure is defined, 
2)  the type of project being studied; and 3) the stage of the 
project’s life cycle at the time it is assessed. 

THEORETICAL BACKGROUND 
The search for factors that influence project success or 

failure has been of great interest to both researchers and 
practitioners. Several lines of research exist in a growing 
body of literature dealing with the subject, all of it an attempt 
to develop methods to aid project managers to evaluate their 
projects, if not objectively, at least systematically [8]. One 
stream of work is focused on developing decision rules 
and/or decision support systems to aid in making systematic 
decisions about which, if any, projects should be terminated 
[51-[71, 1171, [19], [22]. A second stream focuses on the 
development of a set of indicators or identifiable conditions 
so that problems with a project can be identified and ad- 
dressed before it has failed [2], [2 11. 

A third stream of research, an extension of the second but 
far more developed, suggests that project success is associ- 
ated with the existence of several critical implementation 
factors (e.g., clear project mission, detailed project sched- 
ules, sufficient resources, etc.) [4], [14], [16]. In addition, 
recent research has demonstrated that the relative importance 
of these factors are often contingent on specific project 
characteristics, such as the type of project and its stage in the 
project life cycle [ 121, [ 131. 

As noted above, little analytic work has been devoted to 
defining project failure. The phrase usually refers to a project 
that is terminated prior to completion. There may, however, 
be many reasons to cease work on an uncompleted project. 
Legal, social, political, technological, and/or economic envi- 
ronments may change in ways to obviate the project. Some 
external emergency may force the withdrawal of funds from 
the project. In such cases it seems inappropriate to say the 
project failed. If, however, we are able to suggest some basic 
dimensions to use in assessing project success or failure, 
project managers will be in a better position to determine the 
likelihood of implementation success (and, perhaps, to act so 
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as to improve it) at an early stage in the process-before the 
marketplace has extracted its full penalty for failure. 

Because the concepts of project failure, critical success 
factors, project life cycle, and project type are central to our 
model, each of these concepts will be briefly discussed. 

Project Failure 
Even though it is difficult to define exactly what constitutes 

a failed project, in examining a variety of failed projects, 
there appear to be some common aspects that suggest certain 
characteristics are strongly related to perceived project fail- 
ure. 

Based on an examination of the literature and interviews 
with experienced project managers, three distinct aspects of 
project performance (outcome) were identified as benchmarks 
against which to assess the success or failure of a project 
[lo], [15]. These aspects are: 1) the implementation process 
itself; 2) the perceived value of the project; and 3) client 
satisfaction with the delivered project. The first of these 
aspects is primarily concerned with the internal efficiency of 
the project implementation process. The second and third 
aspects of project performance are concerned with the pro- 
ject’s external effectiveness. 

The success or failure of the implementation process itself 
is an internally-oriented measure of the performance of the 
project team, including such criteria as staying on schedule, 
on budget, meeting the technical goals of the project, and 
maintaining smooth working relationships within the team 
and parent organization. The key issue for the implementa- 
tion process is efficiency. 

The second aspect of the assessment of project success or 
failure is the perceived quality of the project and includes the 
project team’s perceptions of the value and usefulness of the 
project’s deliverables. This assessment places emphasis on 
the project’s potential impact on users. This is the project 
team’s judgment about how good a job they did for the client. 

The project team’s assessment of the project may or may 
not agree with the client’s assessment. Client satisfaction, the 
third aspect of project performance, is an external measure of 
effectiveness, made by the client. 

Note that all three of the performance measures are biased; 
that the underlying criteria on which they are based almost 
certainly contain conflicting elements (and probably will not 
be consistent across time); and that the precedence among the 
measures will shift as the team, parent firm, and client 
respond to internal or external pressures. Also note that this 
welter of confusion and uncertainty reflects the reality in 
which assessment of project performance exists. Since it 
seems likely that the causes of project failure may be differ- 
ent for each of the above ways of defining project failure, a 
hypothesis is suggested: 

H1: The perceived causes of project failure will vary, 
depending on which outcome measure is used to assess 
performance. 

Critical Success Factors 
This research uses a framework developed by Pinto and 

Slevin [14]. Based on a survey of the literature and inter- 

TABLE I 
CRITICAL FACTOR DEFINITIONS 

I )  Project Mission-Initial clearly defined goals and general direc- 
tions. 

2) Top Management Support-Willingness of top management to 
provide the necessary resources and authority /power for project success. 

3) Project Schedule/Plan-A detailed specification of the individual 
action steps for project implementation. 

4) Client Consultation-Communication, consultation, and active 
listening to all impacted parties. 

5 )  Personnel-Recruitment, selection, and training of the necessary 
personnel for the project team. 

6 )  Technical Tasks- Availability of the required technology and 
expertise to accomplish the specific technical action steps. 

7) Client Acceptance-The act of “selling” the final project to its 
ultimate intended users. 

8) Monitoring and Feedback-Timely provision of comprehensive 
control information at each stage in the implementation process. 

9) Communication-The provision of an appropriate network and 
necessary data to all key actors in the project implementation. 

10) Trouble-shooting-Ability to handle unexpected crises and devia- 
tions from plan. 

Source: 1141. 

views with project and program managers, they identified ten 
general factors that they found to be critical to the successful 
implementation of a project. These critical success factors 
were found to be generalizable to a wide variety of project 
types and organizations. These factors served as the base for 
a measurement instrument, the Project Implementation Pro- 
file (PIP) [20] that allows an assessment of an organization’s 
ability to carry a project through to full implementation. 
Table I lists and briefly defines the ten factors. 

As can be seen, each of the ten factors is related to issues 
over which the project team and/or its parent organization 
can exert some measure of control. The strength or mere 
presence of these factors is assumed to account for a signifi- 
cant part of the variance in project implementation success. A 
logical extension upon which the current research is predi- 
cated is to determine the effect of the lack of strength or 
absence of these critical factors on subsequent project failure. 
It should be stressed that we are aware of the role of 
environmental factors in determining project success or fail- 
ure. Here, however, we are concentrating on the factors 
under some control by the organization implementing the 
project. 

The Project Life Cycle: Strategy and Tactics 
Life cycle models have been used in organizational re- 

search for many years to explain a wide range of organiza- 
tional phenomena, and the life cycle concept has been applied 
to the project management process in a variety of settings, 
e.g., [13], [23]. The life cycle research suggests that the 
prepotency of a wide range of behaviorial issues, for example 
propensity toward conflict, changes at different points in the 
project development process, i.e., across its life cycle. It 
seems reasonable, therefore, to expect that the causes of 
project failure might differ, depending on the stage in its life 
cycle the project occupies. 

For this study, a simplified two-stage project life cycle was 
employed. A simple method for distinguishing among the 
various stages from beginning to end of the project is through 
the concepts of strategy and tactics [18]. Strategy relates to 
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the up-front planning activities when a project is being devel- 
oped. Included are such elements as client’s need identifica- 
tion, devising project specifications, and the development of 
budgets and schedules. Tactics, on the other hand, involve 
project execution, performance checks, and transfer of the 
project to its intended users. 

H2: The perceived causes of project failure will vary, 
depending on whether the project is in the strategic or tactical 
stage of its life cycle. 

Project Type: Construction Versus R&D 

TABLE I11 
PROJECT FAILURE MEASURE FACTOR MATRIX 

Item 

Client Perceived Implementation 
Satisfaction Quality Process 

Factor 1 Factor 2 Factor 3 

4-The project “works” 0.71 
5-The project will be used 0.86 
6-The project will benefit it’s 

8-Important clients will use 

IO-Start-up problems will be 

users 0.61 0.50 

the project 0.82 

minimal 0.75 
A final contingency variable to be considered in determin- 

ing the causes of project failure is type of project. Recent 
research has shown that different types of projects conducted 

?’-This project solves the 

1 1  -This project will lead to 
0.41 0.55 

which it 

in different industries can have entirely different sets of improved performance 
factors associated with success [3], [12].-Two types of pro- 
iects which apparently lie at Opposite ends Of the SpeCtrUm 

1 2 ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ i ”  
a 

13-This oroiect is a definite 
S I I  ~. 

are those of construction and R&D. Several parameters can improvement 

be used to distinguish among these types of projects, includ- 
ing level of uncertainty, utility of comprehensive project 

:I;;‘ F::;!:: i; t: E f F  
9-satisfaction with the 

0.84 

0.76 

0.79 
0.84 
0.76 

scheduling, and the precision with which outcome specifica- development process 0.74 

tion can be defined. As a result, the factors that cause a Eigenvalue 4.89 2.07 1.09 
construction project to be perceived as a failure may be quite % Variance 40.7% 17.2% 9.0% 

different from those that contribute to R&D project failure. 
Total Variance Explained = 66.9% 

H3: The perceived causes of project failure will vary 
depending upon the type of project assessed: construction or 
R&D. 

THE STUDY 
Sample 

Questionnaires were mailed to 130 potential respondents, 
most of whom were members of the Project Management 
Institute (PMI), a national organization of project managers. 
Ninety-seven usable questionnaires were returned for a re- 
sponse rate of approximately 75%. T-tests of the mean 
responses on each of the research variables for early versus 
late respondents indicate no response bias. 

The distribution of projects in the sample: 53 research and 
development projects (including hardware, equipment or ap- 
pliance development, food, drug, or soft goods development, 
and new or improved computer software development), 29 
construction projects, four service or test projects, five feasi- 
bility studies, and six miscellaneous projects. 

Measurement Instrument 
The project implementation profile (PIP) [20] mentioned 

above was used to identify the critical factors associated with 
project failure. The PIP was developed as a research/di- 
agnostic instrument to enable project managers to assess the 
status of their projects through answering a series of ques- 
tions related to the ten project implementation critical success 
factors identified by Pinto and Slevin [14]. In this research, 
the PIP required participants to use a 5-point Likert scale to 
indicate the degree to which a series of statements covering 
the ten critical factors were reflective of the actual state of 
affairs affecting a specific failed project. 

The instrument’s measure of project success/failure is an 
aggregate of 13 items (see Appendix). These items assess 

success/failure on a variety of criteria, including adherence 
to budget and schedule (issues of project implementation), 
perceived quality and utility of the final project, and client 
satisfaction with and probability of making use of the final 
project. The full instrument, then, was composed of the PIP 
and the 13 items used to derive a measure of project failure 
on each of the three bases noted above. 

Procedure and Analysis 
The questionnaire asked participants to select an ongoing 

or recently completed project that they would classify as a 
failure. Respondents were given considerable latitude in 
choosing their own criteria to use for the failure classifica- 
tion. The only benchmark offered in the questionnaire was 
the statement, “Knowing what we know now, would we 
have funded and developed this project? If the answer is no, 
it is likely that this project is or has been perceived, to some 
degree, as a failure.” The project selected by the respondent 
then served as the frame of reference while completing the 
questionnaire. A brief description of the two stages of the 
project life cycle (strategy- tactics) was provided in the 
questionnaire, and respondents were asked to identify the 
stage of development of the selected project. 

Results 
Table I1 gives the means and standard deviations for each 

of the independent and dependent variables; the three project 
success /failure measures, an overall success/failure measure 
generated by aggregating the three partial measures, and the 
ten critical factor measures generated by the PIP-making 14 
variables in all. 

Table I1 also shows the Pearson product-moment correla- 
tion matrix. The psychometric properties of the instrument 
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TABLE I1 
MEANS, STANDARD DEVIATIONS, A N D  PEARSON CORRELATION MATRIX FOR 

RESEARCH VARIABLES* 

Standard 
Research Variable Mean Deviation 1 2 3 4 5 6 7 8 9 10 1 1  12 13 14 

1. Project Success (Aggregate Measure) 3.07 

2. Success 1 (Implementation process) 2.12 

3. Success 2 (Perceived qual i ty )  3.13 

4. Success 3 (Client satisfaction) 3.12 

5. Project Mission 2.45 

6. Top Management Support ' 2.86 

7. Project Schedule 3.01 

8. CLient Consultation 3.23 

9. Personnel 2.98 

10. Technical Tasks 2.93 

11. Client Acceptance 3.13 

12. Monitoring and Feedback 3.16 

13. Cannunicetion 3.25 

.83 

1.14 

1.14 

1.21 

1.51 

1.51 

1.57 

1.59 

1.61 

1.58 

1.78 

1.78 

1.44 

32* 

71' 24* 

77' 04 61* 

16 13 25. 08 

-08 02 -14 -09 33* 

15 SO* 09 - 1 1  34. 21' 

14 1 1  18 20* 1 1  -01 17 

-13 35* 02 -291 03 15 3P-02 

23' 22* 23' 12 09 -21' 14 -05 3 7  

18 01 17 31* 15 03 01 62*-22'-08 

13 42* 14 -13 04 02 43. 25' 26* 24. 01 

11 23* 06 -01 12 16 37' 1 1  16 -01 01 63* 

14. Trouble-shooting 3.19 1.48 37' 40* 35* 16 15 -01 291 09 23* 51' 03 56. 4 P  

Scale items range from 1 (Strongly Disagree) t o  5 (Strongly Agree) 
II = 97 p < .OS, signi f .  i s  two-tailed 

Please note: 
analysis performed on the aggregate success measure (See Table 3 ) .  The ccmplete set of success-measure variables 
are included i n  Appendix I .  
?%ccess 2 - Perceived OuelityB1 i s  carposed of variables 7, 11, 12, and 13. a8Success 3 - C l i e n t  Satisfaction" i s  
carposed of variables 4, 5, 6, 8, and 10. 

The measures "Success 1, Success 2, and Success 3," were determined as a result  of the factor 

Wxcess 1 - The Implementation Process" i s  conposed of variables 2, 3, and 9. 

The aggregate success measure contains variables 2 through 13. 

were examined as a test of reliability. Cronbach alpha scores, 
used to assess measure reliabilities for the 10 critical factors 
and measure of project success/failure, ranged from 0.79 to 
0.90, well above the acceptable level recommended by Nun- 
nally [ 1 I]. 

Respondents were also asked to identify the project's cur- 
rent life cycle stage (Strategy or Tactics). Not surprisingly, 
the majority of respondents chose projects in the tactical 
stage. Because such projects are closer to completion, there 
tends to be less ambiguity about project success or failure. Of 
the total sample, 78 (80%) selected projects in the tactical 
stage, and 19 (20%) selected projects still in the strategic 
stage. 

A confirmatory factor analysis, employing principal com- 
ponents analysis, was performed on the dependent measure 
of the PIP to determine if the three measures of success 
previously proposed (implementation process, perceived 
quality of the project, and client satisfaction) were, in fact, a 
valid subdimensional representation of the elements of per- 

ceived success or failure of a project. Table I11 gives the 
results of the factor analysis. The three expected dimensions 
did emerge with client satisfaction as the strongest factor, 
accounting for over 40% of the total variance in project 
success. Perceived quality was the second factor determined, 
accounting for 17.2% of variance. The implementation pro- 
cess factor also emerged with 9.0% of the variance. Total 
variance in project failure explained by the three factor 
solution was 66.9%. Item # 1 of the 13 item set of project 
outcome measures (see Appendix) loaded weakly on each of 
the three dependent measures and so was dropped from 
subsequent analysis. The three distinct aspects of project 
failure uncovered by the factor analysis support the basis for 
our first hypothesis and suggest a degree of construct validity 
in the assessement of project failure [l]. 

Stepwise regression analyses were performed to test the 
hypotheses that causes of project failure would differ depend- 
ing on the definition of failure employed, the type of project, 
and the project's stage in its life cycle. 
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TABLE 1V 
RESULTS OF MULTIPLE REGRESSION OF THE FACTORS ON PROJECT FAILURE 

BY PROJECT TYPE 

Construction R&D 
Projects, n = 29 Projects n = 53 

TABLE V 
RESULTS OF MULTIPLE REGRESSION OF THE FACTORS ON PROJECT FAILURE 

BY LIFE CYCLE STAGE 

Strategic Stage Tactical Stage 
Projects, n = 19 Projects, n = 78 

Aggregate Fail Tech. Tasks Trouble-shooting 
p = 0.19 = 0.24 
r2  = 0.23 r 2  = 0.14 

Personnel 

r ?  = 0.24 (cum) 
p = -0.19 

Implement Fail Monitoring Schedule 

r 2  = 0.33 
0 = 0.41 = 0.33 

r 2  = 0.26 
Trouble-shooting 

r2  = 0.35 (cum) 
p = 0.24 

Quality Fail Trouble-shooting Mission 
= 0.24 p = 0.23 

r 2  = 0.29 r 2  = 0.11 
Tech. Tasks Trouble-shooting 
p = 0.19 = 0.24 
r 2  = 0.40 (cum) r 2  = 0.17 (cum) 

User Fail Trouble-shooting Personnel 

r 2  = 0.20 r 2  = 0.08 
Trouble-shooting 
p = 0.37 
r2  = 0.14 (cum) 
Monitoring 

r z  = 0.23 (cum) 

p = 0.26 p = -0 .25  

p = -0.31 

p < 0.05. 

Aggregate Fail 

Implement Fail 

Quality Fail Mission 
j3 = 0.40 
r 2  = 0.19 

/3 = 0.49 
r2  = 0.27 

User Fail Client Acceptance 

Trouble-shooting 
p = 0.22 
r2  = 0.14 
Personnel 

r2  = 0.19 (cum) 
Tech. Tasks 
p = 0.12 
r 2  = 0.24 (cum) 
Schedule 
@ = 0.35 
r 2  = 0.32 
Trouble-shooting 

r 2  = 0.41 (cum) 
Trouble-shooting 

r 2  = 0.14 
Personnel 

r 2  = 0.09 
Tech. Tasks 

r 2  = 0.19 (cum) 
Client Acceptance 
p = 0.14 
r 2  = 0.24 (cum) 

p = -0.16 

= 0.25 

= 0.29 

(3 = -0.31 

= 0.26 

p < 0.05. 

Table V relates the causes of project failure to life cycle 
Table I v  shows the results of the first analysis, examining 

by type Of project (construction 
stage, either Strategy or Tactics. The implementation trite- 
rion (internal efficiency) is tactical by nature, so it is not causes Of project 
surprising that no causes of strategic project failure were versus R&D). 

Two factors appear to play predominant in determi'- associated with this criterion. Of the projects assessed as 
failures while still in their strategic stage, the relevant criteria 
for failure were those related to external effectiveness: per- 

ing fai1ure for construction projects? lack Of the 
expertise and tasks) and lack Of adequate 
trouble-shooting mechanisms. Trouble-shooting inadequacies 

the project is evaluated through external effectiveness criteria 
such as perceived quality of the project and client satisfac- 

ceived value of the project and client satisfaction. Appar- 

project is potentially valuable to the intended and/or to 
their own organization. If the the project 

may be particularly damaging to project imp1ementation when ently, many project managers question whether Or not their 

is 
tion* As a hypothesis One showed strong evidence Of tends to be seen as a failure early in its life cycle. As further 

support for this view, (and in a rare of conceptual suggesting that the perceived Of project 
neatness) consider that the predictor of project failure is lack 
of a clear mission when success/failure is measured in terms 
of perceived value. In addition, when failure is judged in 

strong predictor of project failure, 

ure will vary, depending upon the performance criteria em- 
ployed. 

As Table IV also demonstrates, while there are similarities 

R&D projects, differences predominate, supporting the third 
hypothesis. As in the case of construction projects, inade- 

in the Of project between construction and terms of client dissatisfaction, the client acceptance factor is a 

A wider variety of critical factors impact on the perceived 
quate trouble-shooting has a powerful impact On R&D project 
failure, no matter what of is development, suggesting support for our second hypothesis. 

failure of projects that are currently in the tactical stage of 

for R&D projects, a wider variety of causes is associated 
with failure. For example, when internal efficiency (imple- 

scheduling is strongly related to failure. When client satisfac- 
tion is the failure criterion, personnel and monitoring and 
feedback have strong predictive impact. When internal as- 
sessment of quality is used, the lack of a clear statement of 
project goals is associated with failure. The logic of the 
relationship between specific failure causes and each criterion 
is quite clear. 

While trouble-shooting is again found to be a significant 
predictor a variety of project failure criteria, other 

ing, lack of client acceptance, and inadequate technical sup- 
port are also differentially important predictors of tactical 
failure. 

DISCUSSION 

The concern with project failure and its causes stems from 
the same roots as concern with the problem of when and 

mentation process) is to define ineffective issues such as lack of adequate personnel, ineffective schedul- 
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TABLE VI 
COMPARISON OF CRITICAL FACTORS ASSOCIATED WITH SUCCESS A N D  

FAILURE, BY PROJECT LIFE CYCLE STAGE 

Strategic Stage Tactical Stage 

Mission Client Consultation 
Top Management Support Personnel 
Schedule/Plans Technical Tasks 

Success Factors Client Acceptance 
Monitoring & Feedback 
Communication 
Trouble-shooting 

Mission Trouble-shooting 
Client Acceptance Personnel 

Failure Factors Technical Tasks 
Schedule/Plans 
Client Acceptance 

Source: Success factors, see [16]. 
Failure factors, see Table 5 

under what circumstances should projects be terminated. As 
is true of much of the research on project management, work 
on the failure/termination decision problem began with at- 
tempts at generalization (e.g., [7]). Even when field studies 
and/or anecdotal evidence were used as a database, conclu- 
sions that were still generalized to all industries, stages of the 
project life cycle, and project types were the result (e.g., 
[9]). The emphasis on generalization includes such compara- 
tively recent and elegant studies as [5], [17]. 

At the same time, many project managers and some re- 
searchers tacitly adopted the notion that project failures were 
unique occurrences and that the causes of failure were id- 
iosyncratic to the firm, perhaps to the project. By necessity 
anecdotal, work with this orientation reported in detail on a 
specific project and allowed readers to adopt whatever con- 
clusions seemed applicable. 

Recent work by Baker et al. [3], Tadisina 1221, and a few 
others pursued a middle ground. Having contributed to both 
extreme positions in the past, we sought to join them. Our 
results show that while projects have some fundamental 
similarities in terms of the factors that can determine their 
success or failure, there are some important contingency 
variables that force us to recognize that the causes of failure 
can and do differ in important ways among projects. 

An important finding of this study was support for the idea 
that terms such as project success or failure must be assessed 
based on several criteria, not on one monolithic measure. 
Follow-up interviews with some of the respondents con- 
firmed the idea that a project’s success or failure is often in 
the eye of the beholder. What constitutes project failure for 
one organization may be viewed as success in another. If a 
firm is intent on implementing a project to fulfill a need 
expressed by an important, long-standing client, it would 
make little sense to judge the success or failure of that project 
solely in terms of internal efficiency measures such as adher- 
ence to budget and schedule. Of far greater importance 
would be perceived quality of the project and client satisfac- 
tion. This research clearly implies that the causes of project 
failure (viewed as the deficiency or lack of various critical 
factors) are strongly contingent on how the organization 
measures the success of that project, a finding that supports 
H , .  

Our findings also support hypotheses H2 and H3 regard- 
ing the contingency effects of project type (construction 
versus R&D) and life cycle stage (strategy versus tactics) on 
predictors of project failure. The factors that are predictive of 
project failure vary widely depending upon the type of pro- 
ject examined. This finding confirms recent work that demon- 
strated how critical success factors in project implementation 
differ dramatically across different lines of business or types 
of projects [3], [12]. Further, the factors that predict project 
failure during the early strategic phase of a project’s life are 
quite different from those associated with failure at a later 
point during tactical operationalization. It is, incidentally, 
interesting to note that the factors associated with failure are 
not simply one-minus the success factors, though there are 
similarities in the lists (see Table VI). 

A final important finding of this study lies in the identifica- 
tion of some specific critical factors that, if inadequately 
addressed, are strongly associated with project failure. This 
should be of practical benefit to project managers. For exam- 
ple, as Table IV shows, in R&D projects for which success is 
viewed as an issue of internal efficiency (implementation 
process), lack of detailed project scheduling and trouble- 
shooting mechanisms are both significant predictors of pro- 
ject failure. As a practical suggestion, for R&D project 
managers having the goal of maximizing internal efficiency, 
it is important to develop comprehensive scheduling proce- 
dures and maintain updated project trouble-shooting mecha- 
nisms. Indeed, if there is one generalization that applies 
almost uniformly, it concerns the importance of competent 
trouble-shooting for the project. 

LIMITATIONS AND CONCLUSIONS 
This study had some limitations that need to be addressed. 

One important limitation refers to the results of the stepwise 
regression analysis which demonstrated that the project im- 
plementation critical factors used in the study accounted only 
for about 40% of the variance in causes of project failure. 
There are certainly important causes of project failure that 
were not accounted for in this study, environmental factors, 
for instance. Clearly, changes in the project’s environment, 
beyond the control of management, can also cause projects to 
fail. Unforeseen economic downturns, development of a su- 
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perior technical alternative, or changes in governmental regu- 
lations are among the many reasons project might fail. Our 
focus has been on factors over which project or parent firm 
management exerts some control; for example, defining a 
clear mission or staffing the project with appropriate person- 
nel. We feel that future research should examine the relative 
proportion of projects failing due to unforeseen circum- 
stances versus those which fail due to management error. 

A second limitation to this study lies in the use of a mail 
survey research methodology. It is possible that such a 
potentially sensitive topic as failed projects might cause a 
social desirability bias in responding to the questionnaire. 
This limitation was offset, in large part, by making initial 
contact with these managers and securing their cooperation 
and willingness to respond prior to sending out the survey. 
Through guaranteeing anonymity to respondents, a large 
percentage of those initially contacted did subsequently com- 
plete the questionnaire. Follow-up interviews with a sample 
of the respondents indicated they had no hesitation in express- 
ing their perceptions about the causes of project failure. 

Even with these limitations, this study has important impli- 
cations for project management. The purpose of the study 
was to see if the causes of project failure were influenced by 
three contingency variables; 1) the way in which project 
failure was defined; 2) the type of project being implemented; 
and 3) the stage in the life cycle occupied by the project. The 
results demonstrated empirical justification for a multi-di- 
mensional construct of project failure, encompassing both 
internal efficiency and external effectiveness aspects. The fact 
that the critical factors associated with failure depended on 
the way in which failure was defined suggests that we need to 
know considerably more about how project managers define 
failure (and success) and, indeed, how the parent organiza- 
tion makes judgments on the matter. In addition, this study 
suggests that future research into the causes of project failure 
must take into account a variety of contingency variables, 
such as type of project, and the project’s stage in its life 
cycle. More important, the study suggests that managerial 
attention to some specific critical factors, dependent on these 
contingency variables, can lessen the likelihood of project 
failure. 

APPENDIX 
SCALE ITEMS INCLUDED IN PROJECT PERFORMANCE 

MEASURE 
Item I :  Knowing what you know now about the status of 

Item 2: This project has/will come in on schedule. 
Item 3: This project has/will come in on budget. 
Item 4: The project that has been developed works, (or if 

Item 5: The project will be/is used by its intended users. 
Item 6: This project has/will directly benefit the intended 

users: either through increasing efficiency or employee effec- 
tiveness. 

Item 7: Given the problem for which it was developed, 
this project seems to do the best job of solving that problem, 
i.e., it was the best choice among a set of alternatives. 

this project, we would have developed the project. 

still being developed, looks as if it will work. 

Item 8: Important clients, directly affected by this project, 
will make use of it. 

Item 9: I am/was satisfied with the process by which this 
project is being/was completed. 

Item IO:  We are confident that non-technical start-up 
problems will be minimal, because the project will be readily 
accepted by its intended users. 

Item 11: Use of this project has/will directly lead to 
improved or more effective decision malung or performance 
for the clients. 

Item 12: This project will have a positive impact on those 
who make use of it. 

Item 13: The results of this project represent a definite 
improvement over the way clients used to perform these 
activities. 
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