SF1684 Algebra and Geometry

Lecture 1
Vectors, lines and planes, linear equations
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Vectors in R”, lines and planes

Linear equations

Gaussian elimination
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Euclidean space

Euclidean n-space is the set of all ordered n-tuples of real numbers
Euclidean n-space J

R" = {(xl,.)(,'z,...,xn) }Xi€R71 Slﬁn}

An element x € R” is called a point or a vector (depending on the context).
We write
Xy

X = (X1,...,%) or x= |1,
Xn

where xy, ..., x, are called the coordinates (or components) of x.
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Definitions
Two vectors u = (uj,up, . ..,u,) and v = (vi,va,...,v,) in R" are called equal if
u=v;foralll1 <i<n.

The zero vector 0 € R” is defined by 0 = (0,0, ...,0).
The negative of u is defined by —u = (—u;, —u, ..., —u,).

Algebraic operations
Foru = (u1,up,...,u,) and v= (vi,va,...,v,) in R* and k € R:

u+v=_(u+viup+va,... U+ v,
ku = (kuy, kuy, . .. kuy,),
—u=(—lu=(—u,—uy,...,—uy),
u—v=u-+(—v)= (4 —vi,up —Va, ..., Uy — Vy).
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Algebraic properties
Ifu,v,we R"and k,! € R then

iut+v=v-+u [Commutative]

i (W+v)+w=u+(v+w) [Associative]

i u+0=mu [Additive identity]

v u+(—u)=0 [Additive inverse]

v (k+Hu=ka+u [Distributive]

vi k(u+v)=ku+ kv [Distributive]

vi k(fla) = (kl)u [Associative]

vil lu =u [Multiplicative identity]

Parallel (collinear) vectors
Two vectors u and v are parallel if and only if u = kv for some scalar k.
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Linear combinations
Linear combination

A vector u € R” is called a linear combination of the vectors vy, v,,..., v, in R”
if there are scalars cy, ¢y, ...,c; € R so that

k
u=cvy+cvy + -+ vy = E CiV;.
i=1

The scalars ¢, ¢y, . . ., ¢, are called the coefficients of this linear combination.

V.

We define the standard unit vectors in R" to be
e =(1,0,...,0), e,=(0,1,...,0), ..., ¢, = (0,0,...,1).

Then every vector u = (uy,u,,...,u,) € R" is a linear combination of the
standard unit vectors

u=uje; +uxey + -+ u,e,.
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Matrices

Matrix

A matrix is a rectangular array of real (or complex) numbers called the
entries, or elements, of the matrix. Let A be a matrix having m rows and n
columns. Then A is said to have size m x n and can be written as

a app - dip
azy 4z - Ay,

A= . . . . = [aij]mxn
aml Am2  *°  Amn

so that a;; is the entry in row i and column j of A.
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Dot products

Letu = (uy,up,...,u,) and v = (vi,v,,...,v,) be vectors in R".

Dot product (Euclidean inner product)

U-V=1uv+uvy+- -+ u,v,.

Length (Euclidean norm or magnitude)

lull = VAT = fud i+ 4

Distance between two points

d(w,v) = [u = vl| = /(= v1)? + (2 = v2)? -+ (g — vi)?.
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Ifu,v,w € R” and k € R then

Gdu-v=v-u

G u-(v+w)=u-v+u-w

i k(w-v) = (ku)-v=u-(kv)

v u-u>0andu-u=_0ifandonly ifu = 0.

Ifu e R"and k € R then

i [u] > 0and uf = 0if and only if u = 0.
i |[kul] = [&] ||u|
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Foru,v € R"

[u-v| < |l ||v].

Foru,v e R”

la+v|| < [l +||v].
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Angle between vectors

The angle # between two nonzero vectors u, v in R? or R? is the smallest
angle that one vector can be rotated counterclockwise to align with the other.

Theorem

u-v u-v
9 T e—— 0 p— _1 TEEETETEEETE .
s = <||u|| ||v||>

Corollary

Two vectors (in R? or R?) are perpendicular if and only if their dot product is
zero.
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Orthogonality

Definitions
Two vectors u, v € R” are called orthogonal if u- v = 0.

A set of vectors {uy,u,, ..., u;} is called orthogonal if every pair of vectors is
orthogonal, that is

u;-w; =0, forallizj.
It is orthonormal if it is orthogonal, and in addition |ju;|| = 1 foralli =1,... k.

v

Pythagorean theorem in R”
If u and v are orthogonal in R”, then

2 2 2
[+ vI|" = flaf|” + f}v]|".
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Lines

The vector equation of a straight line through a given point x, in the direction
of a known vector v has form

Vector equation

X —X) =1V or X = X + tv (*)

with parameter r € R.

By equating corresponding components we can obtain the parametric
equations of the line. For example in R?, if we let xo = (xo, y0,20), X = (x,y,2)
and v = (a, b, ¢) then (x) becomes

Parametric equations

X = Xxo + at
y=yo+bt, forteR.
z=120 +ct
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Lines

X=X0+I(X1 _X()) or

The vector equation of the line passing through two distinct points x, and x is

X = (l —I)X0+IX1.
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Planes

General equation (scalar or Cartesian equation) of a plane J

Ax+ By + Cz=D.

The normal vector to a plane is a vector which is perpendicular (orthogonal)
to the plane. The point-normal equation of the plane through x¢ = (xo, yo, 20)
with normal n = (a, b, c) is

Point-normal equation
ax + by + ¢z = axy + byy + czp. J
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Planes

The vector equation of the plane through point x, that is parallel to two vectors
v; and v, (nonzero and noncollinear) is

Vector equation

X = Xo + V] + HhV)

with parameters 1,1, € R.

If we let X0 = (xo,yo,zo), X = (x,y, Z) and vV = (al,bl,cl), V) = (az,bz, 6‘2) then
we can obtain the parametric equations of the plane

Parametric equations

X =Xxp+aity + axtp
y=yo+biti +byty, fort,r, €R.
Z=120+ it + 2t
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Linear equations

Linear equation of n variables

ayxy +axxy + -+ anx, = b, a;,b R (orC).

Geometric interpretation

A linear equation of n variables represents a hyperplane (flat subspace of
dimension n — 1) in the n-dimensional Euclidean space R”.

A system of linear equations is a finite collection of linear equations involving
the same set of variables.

System of linear equations (linear system)
ajx) + apxy + -+ apx, = by

ax Xy + apXxy + - -+ ampx, = by

A1 X1 + QX2 + - - -+ QunXy = bm
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Solution set

Solution of a linear system

A solution of a linear system is a n-tuple (s1,s2,...,s,) of numbers that makes
each equation a true statement when the values s, s, . . . , s, are substituted
for x1,x,, ..., x,, respectively.

Theorem

Given any system of linear equations, there are three possibilities for the
solution:

1 no solution (inconsistent),
2 a unique solution (consistent),
3 infinitely many solutions (consistent).
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Matrices of a linear system

Coefficient m x n matrix and m x 1 column vector

anx) + apxy + -+ apx, = by air an
ayxy + apxy + -+ + aypx, = by ax  axn
A1 X1 + ApaXo + - -+ AupXy = bm aml a2

ain by
Az by
amn bm

Augmented m x (n + 1) matrix

ay  aip - ap | b
a Ay - axy | by
Ani Am2  * Gpn | Dy
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Solving a linear system

Equivalent linear systems
Two linear systems are equivalent <— both have same solution set. J

When solving a linear system, one should rewrite the system into a simpler
equivalent system. This process consists of two parts: elimination and back
substitution. Both parts can achieved using elementary row operations
applied to the corresponding augmented matrix.

Elementary row operations
1 R; <> R; Swap row i and row ;.
2 R; — cR; Replace row i with ¢ # 0 times row i.
3 R; — R; + cR; Replace row i with the sum of row i and ¢ times row ;.
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Example

x+y— z=2 1 1 —1l2
2x+y+ z=6 2 1 1 |6
—x—y+3z=0 -1 -1 310
Rz'—)Rg—F(—Z)Rl
R3 — R3 + Ry
x+y— z=3 1 1 —-113
—y+3z=0 0 -1 3 |0
27 =2 0 0 2 |2
RzH(—l)Rz
R3'—)(1/2)R3
x+y— z=3 1 1 =113
y—3z=0 01 =30
00 1 |1
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Example (cont.)

x+y— z=3 11 —1]3
y—3z=0 01 -3]0
z=1 0o 0 1 |1
Ry — Ry, + 3R;
Ri— R +R3
x+y=4 1 1 0|4
y= 01 03
7= 0 0 1]1
l Rl — Rl + (—1)R2
x=1 1 0 0]1
y=3 01 03
z=1 0 0 1]1
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Echelon forms

Leading entry

The leading entry of a row is the first nonzero entry in the row. A row without
a leading entry is a row of zeros.

4

Row echelon form
A matrix is said to be in echelon form provided that
© The leading entry of every nonzero row is 1.
® All zero rows are at the bottom of the matrix.
® Leading 1I’s shift to the right as we go down the rows.

Reduced row echelon form

A matrix is in reduced echelon form if it is in echelon form and every other
entry of a column which contains a leading 1 is zero.
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Echelon forms
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Gauss-Jordan elimination

The goal of the Gauss-Jordan elimination is to convert an augmented matrix
into reduced row echelon form. This process splits into two parts:

© The forward phase (Gaussian elimination): zero-out all entries below
leading 1’s, from left to right — row echelon form.

® The backward phase: zero-out all entries above the leading 1’s, from right
to left.

Example
Solve the following system

6y+ 2z=3
4x+ 12y — 8z=6
4x+ 6y —10z=3
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Example (cont.)

0 6 2 |3 4 12 -8 16
R, — (1/4)R
4 12 -8 |6| Rk g ¢ 5 |3 R (/DR
4 6 -10]3 4 6 —10|3
3 -2 3/2 Ry Ry + (— —2 3/2 Ry — (1/6)R
0O 6 2 0 —>
4 6 —10 3 0 —6 —2 —3
3 2|32 ® 3 2|32
R3 — R3 + 6R Ri — Ry — 3R
0 1/3 | 1/2| 220K, 1T, @ 13|12 ——
0 —6 —2| -3 0 0 010
v = v x—32=0
0 1/31/2| = o
0 0 0|0 ytie=s
Solution set:
=3¢ —1—1t =
X = 9 )’—2 37 =

V.
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Forward phase (Gaussian elimination)
Let A be the augmented matrix of a linear system of variables.

1 Interchange rows in A so that the leftmost nonzero entry of A is in the first
row. Multiply the first row by the reciprocal of the leading entry in order to
introduce the leading 1.

2 Add multiples of the first row to lower rows so that there are only zeros
below the leading 1 of the first row.

3 Cover the first row in A, now you have a smaller matrix B. Repeat Steps
1, 2 and 3 with B until you run out of matrix!

Backward phase

4 Starting at the last nonzero row and working upward, add multiples of
each row to upper rows so that there are only zeros above the leading 1’s.
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General linear system in row echelon form

@ o ® 0 0 ®® O0]x
0 MW ® 0 0 ® ® 0=
00 0 (1O 0 ® ® 0=
0 0 0 0 (1J ®» ® 0 |x
00 0 0 0 0 0 ()=
00 0 0 0 0 0 010
00 0 0 0 0 0 0|0

o (1) are leading variables
@ () are free variables
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Reading the solutions from the row echelon form

There are three possibilities for the reduced row echelon form of the
augmented matrix of linear system

1 The last column has a leading 1 — no solution.

2 Every column, except the last one, has a leading 1 — unique solution.

3 The last column and some other columns do not have leading 1's —
infinitely many solution; free variables correspond to columns without
leading 1’s.
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Homogeneous linear system

Trivial solution
A homogeneous linear system of m equations in n unknowns has the form

ayxy +apxy +--+ apx, =0
anxy + anxs + -+ ayx, =0

A1 X1 + AppXp + -+ QX = 0
The system always has the trivial solution

x1=0, =0 ..., x,=0.

Remark

The reduced row echelon form of homogeneous system does not have
leading 1 in the last column.
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Theorem

Every homogeneous linear system has one trivial solution or infinitely many
solutions.

Since each nonzero row has a leading 1 and each leading 1 corresponds to a
leading variable, we have the result
Dimension theorem for homogeneous systems

If a homogeneous linear system has n unknowns and its reduced row echelon
form has r nonzero rows then the system has n — r free variables.

Corollary

If a homogeneous linear system has more unknowns than equations then the
system has infinitely many solutions.
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