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## Phase 2: Hessenberg QR-method

A QR-step on a Hessenberg matrix is a Hessenberg matrix:

* Matlab demo showing QR-step: hessenberg_is_hessenberg.m *

Theorem (Theorem 2.2.4)
If the basic $Q R$-method is applied to a Hessenberg matrix, then all iterates $A_{k}$ are Hessenberg matrices.

Recall: basic QR-step is $\mathcal{O}\left(m^{3}\right)$.
Hessenberg structure can be exploited such that we can carry out a QR-step with less operations.
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## Properties
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- ... (show on white board)
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$\Rightarrow$

$$
\text { the complexity of one Hessenberg QR step }=\mathcal{O}\left(n^{2}\right)
$$

Givens rotators only modify very few elements.
Several optimizations possible. $\Rightarrow$

```
Algorithm 3 Hessenberg QR algorithm
Input: A Hessenberg matrix \(A \in \mathrm{C}^{n \times n}\)
Output: Upper triangular \(T\) such that \(A=U T U^{*}\) for an orthogonal
    matrix \(U\).
    Set \(A_{0}:=A\)
    for \(k=1, \ldots\) do
        // One Hessenberg QR step
        \(H=A_{k-1}\)
        for \(i=1, \ldots, n-1\) do
        \(\left[c_{i}, s_{i}\right]=\operatorname{givens}\left(h_{i, i}, h_{i+1, i}\right)\)
        \(H_{i: i+1, i: n}=\left[\begin{array}{cc}c_{i} & s_{i} \\ -s_{i} & c_{i}\end{array}\right] H_{i: i+1, i: n}\)
        end for
        for \(i=1, \ldots, n-1\) do
            \(H_{1: i+1, i: i+1}=H_{1: i+1, i: i+1}\left[\begin{array}{cc}c_{i} & -s_{i} \\ s_{i} & c_{i}\end{array}\right]\)
        end for
        \(A_{k}=H\)
    end for
    Return \(T=A_{\infty}\)
```

